
The frequency of action potentials and the discharge

pattern of cells in sensory areas of the neocortex reflect the

properties of objects in the surrounding world. A cortical

neuron responds preferentially to stimuli of a particular

kind. Among the best studied examples of response

specificity are orientation and direction selectivity in the

visual cortex of cats and monkeys (Hubel & Wiesel, 1962;

Benevento et al. 1972; Orban, 1984; Henry et al. 1994;

Vidyasagar et al. 1996; Sompolinsky & Shapley, 1997).

Most of the cortical cells generate action potentials only

when the orientation and direction of movement of the

stimulus that is presented in the receptive field correspond

to a narrow range that is preferred by that cell. A high

degree of specificity of cortical responses to the orientation

and direction of movement of visual objects is produced

by the co-operative action of multiple mechanisms (Henry

et al. 1994; Vidyasagar et al. 1996; Sompolinsky & Shapley,

1997). An initial mild selectivity of membrane potential

responses is brought about by orientation biases of

thalamic inputs (Hubel & Wiesel, 1962; Benevento et al.
1972; Ferster, 1987; Vidyasagar, 1987; Ferster & Jagadeesh,

1992; Pei et al. 1994), and is amplified by voltage-sensitive

conductances of the cell membrane (Nowak et al. 1984;

Thomson et al. 1988; Huguenard et al. 1989; Deisz et al.
1991; Volgushev et al. 1992; Stuart & Sakmann, 1995)

and by excitatory and inhibitory intracortical circuitry

(Benevento et al. 1972; Vidyasagar, 1987; Douglas &

Martin, 1991; Volgushev et al. 1993, 1996; Nelson et al.
1994; Pei et al. 1994; Douglas et al. 1995; Vidyasagar et al.
1996; Sompolinsky & Shapley, 1997). Further improvement

in the selectivity takes place upon transformation of the

membrane polarization into the spike responses, whereby

only strong membrane depolarizations evoked by the

stimuli of the optimal range lead to discharges, while weaker

membrane potential responses remain mostly below the

threshold for action potential generation (Carandini &

Ferster, 2000; Volgushev et al. 2000a). Both earlier (Granit

et al. 1963) and recent studies (Jagadeesh et al. 1992;

Carandini et al 1996; Gray & McCormick, 1996; Carandini

& Ferster, 2000) demonstrated that a simple threshold-

and-rectification model represents a good approximation

of the relationship between the membrane potential and

the discharge rate. However, application of this model to

the analysis of spike generation during presentation of

visual stimuli accounted for only about half of the variance

of the firing rate of a cell (median 52 %; Carandini &

A novel mechanism of response selectivity of neurons in cat
visual cortex
Maxim Volgushev*†, Joachim Pernberg* and Ulf T. Eysel*

*Department of Neurophysiology, Ruhr-University Bochum, D-44780 Bochum, Germany and †Institute of Higher Nervous Activity and
Neurophysiology, Russian Academy of Sciences, 117865 Moscow, Russia

The spiking of cortical neurons critically depends on properties of the afferent stimuli. In the visual

cortex, neurons respond selectively to the orientation and direction of movement of an object. The

orientation and direction selectivity is improved upon transformation of the membrane potential

changes into trains of action potentials. To address the question of whether the transformation of

the membrane potential changes into spiking of a cell depends on the stimulus orientation and the

direction of movement, we made intracellular recordings from the cat visual cortex in vivo during

presentation of moving gratings of different orientations. We found that the relationship between

the membrane polarization and the firing rate (input–output transfer function) depended on the

stimulus orientation. The input–output transfer function was steepest during responses to the

optimal stimulus; membrane depolarization of a given amplitude led to generation of more action

potentials when evoked by an optimal stimulus than during non-optimal stimulation. The

threshold for the action potential generation did not depend on stimulus orientation, and thus

could not account for the observed difference in the transfer function. Oscillations of the membrane

potential in the g-frequency range (25–70 Hz) were most pronounced during optimal stimulation

and their strength changed in parallel with the changes in the transfer function, suggesting a

possible relationship between the two parameters. We suggest that the improved input–output

relationship of neurons during optimal stimulation represents a novel mechanism that may

contribute to the final sharp orientation selectivity of spike responses in the cortical cells.

(Resubmitted 9 July 2001; accepted after revision 9 January 2002)

Corresponding author M. Volgushev: Department of Neurophysiology, Ruhr-University Bochum, D-44780 Bochum, Germany.
Email: maxim@neurop.ruhr-uni-bochum.de

Journal of Physiology (2002), 540.1, pp. 307–320 DOI: 10.1113/jphysiol.2001.012974

© The Physiological Society 2002 www.jphysiol.org



Ferster, 2000). The extent to which the response selectivity is

improved at the stage of transformation of the membrane

polarization into spike responses was only partially

accounted for by that model. 

Here we investigate the following: (1) whether the

relationship between the membrane polarization and the

spiking frequency of a visual cortical neuron depends on

parameters of visual stimulation; (2) the parameter(s) of

the threshold-and-rectification relationship that may be

affected; and (3) the role that the fine temporal structure of

the input activity may play in postsynaptic integration. 

Some of these results have been presented in abstract form

(Volgushev et al. 2000b).

METHODS
Surgery and maintenance of animals were similar to those
described in detail earlier (Pei et al. 1994; Volgushev et al. 1996,
2000a). Briefly, seven adult cats (3.0–4.5 kg) were anaesthetized
with ketamine hydrochloride (Ketanest, Parke-Davis GmbH,
Germany; 0.3 ml kg_1, I.M.) and Rompun (Bayer, Germany;
0.08 ml kg_1, I.M.). Surgery was started after stable anaesthesia
with complete analgesia was achieved. The animal was placed in a
stereotaxic frame, the skull was exposed and a craniotomy was
performed over area 17 of the visual cortex. The hydraulically
driven microelectrode holder (Narishige Instruments, Japan) was
mounted directly onto the skull. During the experiment, adequate
anaesthesia was maintained by a gas mixture of N2O:O2 (70:30) and
0.2–0.4 % halothane (Eurim-Pharm, Germany). Fluid replacement
was achieved by the intra-arterial administration of 6 ml h_1 of
Ringer solution containing 1.25 % glucose. Neuromuscular
blockade was established by intra-arterial infusion of alcuronium
chloride (0.15 mg kg_1 h_1) in Ringer solution. Artificial respiration
was performed with a cat/rabbit ventilator (Model 6025, Ugo
Basile, Biological Research Apparatus, Comaria-Varese, Italy).
The volume (20–40 cm3) and the rate of stroke (7–15 min_1) were
adjusted to maintain end-tidal CO2 between 3.5 and 4.0 %. End-
tidal CO2, body temperature, heart rate, blood pressure and EEG
were continuously monitored. At the end of the experiment,
animals were killed by increasing the halothane concentration and
injection of an overdose of barbiturate. The methods were in
accordance with the guidelines published in the European
Communities Council Directive (86/609/EEC, 1986) and were
approved by a local animal welfare committee (Bezirksregierung
Arnsberg, Germany). 

Intracellular recordings from neurons in the visual cortex were
made with sharp electrodes filled with 2.5 M potassium acetate
or 1 M potassium acetate and 1 % biocytin (Sigma-Aldrich
GmbH, Germany). Electrode resistance was 70–120 MV. After
amplification (Axoclamp 2, Axon Instruments, USA, and additional
DC-amplifier, total gain w 50 or w 100) and lowpass filtering at
3–5 kHz, the data were digitized at 10–20 kHz and fed into a
computer (Spike-2, Cambridge Electronic Design, Cambridge,
UK; PC-586). Cells with stable resting membrane potential
(mean, _67.3 ± 2.59 mV; n = 15), recorded for at least 15 min,
were used for further analysis. Ten of these 15 cells were recorded
for longer than 30 min. Moving gratings for visual stimulation
were generated on the screen of another computer using
subroutines of the Vision Works stimulation system (Cambridge

Research Systems, NH, USA) and our own programs. Stimuli
were presented monocularly to the dominant eye. Stimuli of
different orientations were presented in a pseudorandom
sequence. A complete set of orientations (8–16 in different cells)
was repeated several times (1–5 in different cells). Gratings of
different orientations, presented to a given cell, had the same
contrast as well as spatial and temporal frequencies. The mean
resting potential was calculated as follows: the mean value of the
membrane potential was first calculated in 100 ms epochs taken
just before presentation of each stimulus, then these values were
averaged across all stimuli in a set and across all repetitions. This
final mean value was used for all further calculations (of response
amplitude, spike threshold, etc.) and is referred to as the mean
resting potential of a cell. Action potentials were detected by a
computer algorithm based on measurements of the voltage
change rate (dV/dt). When, during a period of 0.1–0.4 ms, dV/dt
remained within a pre-set range, an event was considered as a
rising slope of an action potential. Detected spikes were
highlighted on the trace of the membrane potential record and
also displayed at high temporal resolution to control the
performance of the algorithm. The length of the window and the
limits for dV/dt change were adjusted individually for each cell.
The lower limit of the rate of dV/dt was set to assure that no
subthreshold events were included and the upper limit was set to
prevent misdetection of electric artefacts as spikes. Typically, we
used a window of 0.3 ms width and voltage change rates between
15 and 1500 V s_1. During the upstroke the spikes in different
cells had average slopes between 65 and 200 V s_1 (mean,
117 ± 9.9 V s_1; n = 15 cells). The threshold of action potential
generation was determined as the difference between the voltage
at which the regenerative process started (dV/dt reached a pre-set
value, as above) and the mean resting potential (Volgushev et al.
2000c). This algorithm was similar to that used recently by Azouz &
Gray (1999). On average, the spike threshold was 11.8 ± 1.35 mV
more positive than the mean resting potential (n = 15). For
calculation of the membrane potential responses, spikes were
removed from the traces. The magnitude of the postsynaptic
potential (PSP) response was estimated as the deviation of the
membrane potential from the mean resting level (calculated as
described above). Cells were classified as simple or complex
according to standard criteria (Orban, 1984). A selectivity index
was calculated as the ratio of the difference between responses to
optimal and non-optimal orientations (or optimal and null
directions) divided by their sum. The selectivity index can vary
from 0 to 1; 1 corresponds to the maximal selectivity. To calculate
the bandwidth of the tuning of PSPs or spikes, the response
strength was expressed as a percentage of the range between the
maximal response (100 %) and the minimal response (0 %). The
width of the resulting tuning at the 50 % level was calculated and is
referred to as tuning bandwidth. Fourier analysis of membrane
potential oscillations was performed using  Spike-2 software
(Cambridge Electronic Design). Fourier analysis was performed
for the epochs during which a cell was stimulated with a moving
grating of a particular orientation, from the beginning to the
termination of the grating movement. The duration of the epochs
used for Fourier analysis varied between 3 and 5 s in different cells
depending on the duration of grating movement, but in each cell
the duration of the epochs used for the analysis of responses to
different orientations of the grating was the same. For statistical
evaluation of the data we used SPSS for Windows software (SPSS
Inc., Chicago, IL, USA) and our own programs. We used Student’s
two-tailed t test and non-parametric Wilcoxon and Kolmogorov-
Smirnov tests. Student’s t test was used to evaluate the significance
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of the correlation between the two variables in regression analysis.
Differences were considered as significant at P < 0.05 if not stated
otherwise. Data are presented as means ± S.E.M. 

RESULTS
We studied the relationship between spike responses and

the underlying membrane potential changes using intra-

cellular recordings from neurons in the cat visual cortex.

In a visual cortical cell with a complex receptive field, an

optimally oriented grating drifting in the preferred (optimal)

direction induced a strong and sustained depolarization

shift of the membrane potential from the resting level and

vigorous spiking (Fig. 1A). Typically for complex cells,

both the membrane potential and spiking were only

weakly modulated at the temporal frequency of the

stimulation. When the grating moved in the opposite

(null) direction, the amplitude of the depolarization shift

of the membrane potential became much lower, and the

spike responses were weaker. An orthogonally oriented

(non-optimal) grating failed to evoke any substantial

depolarization of the cell membrane potential, rather it led

to a pronounced hyperpolarization of the cell by 7–8 mV.

Occasionally, the hyperpolarizing response was interrupted

by a short depolarization during which a few spikes appeared

(Fig. 1A). Both the membrane potential responses and the

spiking of this cell depended markedly on the stimulus

orientation and direction of movement. Orientation and

direction selectivity of the spike responses was higher than

that of the PSPs; the selectivity indices increased from 0.81

to 0.90, and from 0.19 to 0.35, respectively. To compare

the tuning of the PSPs with the tuning of spikes, the

response strength was expressed as a percentage of the

range between the maximal response, taken as 100 %, and

the minimal response, taken as 0 % (Fig. 1B). The resulting

tuning curves show that the tuning of spike responses was

narrower than that of the membrane potential responses

(23.4 and 54.8 deg, respectively). The higher selectivity

and sharper tuning of spike responses was typical for

visual cortical cells (Fig. 1C and D). On average (n = 15),

orientation selectivity of spike responses was about two

times higher, and direction selectivity about three times

higher than those of PSP responses (0.98 ± 0.02 vs. 0.55 ±

0.04 and 0.51 ± 0.08 vs. 0.14 ± 0.02, respectively; P < 0.005,

Wilcoxon test). The bandwidth of the tuning curve was

significantly narrower for the spike responses (33.5 ± 3.4

vs. 59.8 ± 7.1 deg; P < 0.005).

To address the question of whether more action potentials

are evoked by the optimal stimuli simply because of a more
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Figure 1. Orientation selectivity of
postsynaptic potential and spike
responses
A, responses of a complex cell in cat visual
cortex to a grating moving in the optimal
direction, in the opposite (null) direction and
to the non-optimally oriented grating. In this
and subsequent figures, grey horizontal lines
indicate the mean membrane potential during
the interstimulus intervals (_78 mV for this
cell), and bars below the membrane potential
traces indicate grating on- and off-set, period of
movement and temporal frequency. Action
potentials are truncated. B, dependence of the
amplitude of the membrane potential response
(PSPs, Á) and of the spike response (Spikes, ª)
on the direction of stimulus movement for the
cell shown in A. The strength of both PSP and
spike responses is normalized between 0 and
100 % to facilitate comparison of tuning
curves. C, scatter diagram showing the
relationship between the selectivity of the spike
responses (ordinate) and the membrane
potential responses (abscissa) for the whole
sample. ª, orientation selectivity data;•, direction selectivity data. D, scatter diagram
showing the relationship between the
bandwidth of orientation tuning of spike
responses (ordinate) and membrane potential
responses (abscissa) for the whole sample.



depolarizing input, or whether an additional mechanism

facilitating spike generation may be involved, we studied

the PSP-to-spike transfer function of a cell during

presentation of stimuli of different orientations. To

calculate the transfer function, intracellularly recorded

responses of a cell to a moving grating of a particular

orientation were divided into equal successive time

intervals of 25–100 ms. In each of these intervals the spiking

frequency and, after removing the spikes, the average

deviation of the membrane potential from the mean

resting level were measured (Fig. 2A and B). Pairs of these

values obtained in sliding time-windows were used to plot

the PSP-to-spike transfer function (Fig. 2C), which shows

the relationship between membrane potential polarization

and spiking frequency. In the transfer function of a cell,

three regions could be distinguished. Low-amplitude PSPs

remained sub-threshold and did not evoke spikes. In the

threshold range, the membrane depolarization of a given

amplitude could either lead to spikes or fail to evoke

action potentials. In the supra-threshold range of PSP

amplitudes the spikes were securely generated, although

their number varied (Figs 2C and 3A). The PSP-to-spike

transfer functions of a cell were calculated separately for

each stimulus orientation and direction of movement.

Interestingly, the relationship between the PSP amplitude

and the spiking frequency was not the same during

presentation of stimuli of different orientations. Supra-

threshold membrane depolarizations of comparable mean

amplitude usually led to generation of more spikes during

the optimal stimulation than during presentation of stimuli

of any other orientation or direction of movement

(Fig. 3A and D). To quantify the PSP-to-spike transfer

function we used a simple rectification model. A linear

regression between the PSP amplitude and the spiking

frequency was calculated for those time windows in which

action potentials were generated. We used a simple y-on-x
regression for estimation of the slopes since it allows

calculation of the slope directly from the data. Any other

method of formalization of the transfer function would

include additional assumptions and free parameter(s),

which cannot be calculated from the data and thus would

make the estimation of the slope less secure. A simple
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Figure 2. Calculation of the input–output
transfer function of a cell
A, response of a simple cell to a moving grating;
spikes are truncated. B, part of the response in A
shown at an expanded (w10) time scale and
divided into successive 50 ms intervals (vertical
grey lines). In each interval the number of spikes
and the deviation of the membrane potential
from the mean resting level were calculated.
C, plot of PSP-to-spike transfer function using
pairs of the membrane potential and spiking
frequency values obtained from each 50 ms
window of the whole response shown in A. The
transfer function shows the dependence of
spiking frequency (ordinate) on the membrane
polarization relative to the mean resting level
(abscissa). A regression line was calculated for
the time windows with spikes. r = 0.74,
P < 0.001. 



rectification model has been shown to provide a reasonably

good approximation of the relationship between the

membrane polarization and the firing frequency (Granit et
al. 1963; Jagadeesh et al. 1992; Carandini et al. 1996; Gray

& McCormick, 1996; Carandini & Ferster, 2000). The

slope of the transfer function was significantly (P < 0.001)

steeper during the optimal than during the non-optimal

responses. To control for reliability of this relationship, we

calculated the transfer function and its slope in each cell

using sliding windows of a different width (range

25–100 ms). Independently of the width of the sliding

window, the slope of the transfer function was steepest

during the optimal stimulation (data not shown).

Further, calculation of the transfer function from repeated

presentation of the same stimuli also showed the

robustness of this relationship. In all but one of 13 cells in

which enough spikes were generated to allow calculation

of the transfer function from individual stimulus

presentations, the maximal slope of the transfer function

was repeatedly associated with presentation of the stimuli

of optimal orientation. The difference between the

preferred and null direction of movement of optimally

oriented grating was less consistent: in 5 of 12 cells,

repetitive estimations of the transfer function revealed the

steepest slope either during the preferred or null direction.

However, in both situations the slopes were steeper than

during responses to non-optimal orientation. The steepest

slope of the transfer function during the optimal

stimulation was typical for the whole sample (P < 0.01 for

14 of 15 cells). For quantitative comparison of the data

across the sample we used estimations of transfer

functions from the responses to the optimal, null and non-

optimal stimuli. In all 15 cells the transfer functions were

calculated using sliding windows of the same width

(50 ms). For the time windows in which spikes were

generated, the firing frequency was significantly correlated

with the membrane potential changes in 42 out of 45 cases

(P < 0.001 in 25 cases, P < 0.01 in 7 cases, P < 0.05 in 10

cases). In the remaining three cases, the significance level

was not reached because of the low frequency of action

potentials in non-optimal responses. However, when

calculated for the ranges of matched PSP amplitudes,

which also included data points with no spikes (see below),

the correlation between the spiking and the membrane

potential change was significant in all 45 cases (P < 0.001

in 42 cases, P < 0.01 in 2 cases, P < 0.05 in 1 case). The

relationship between parameters of the transfer functions

during the optimal vs. non-optimal, or optimal vs. null,

responses is shown in the scatter plots of Fig. 3E–H. In the

scatter plot in Fig. 3E, most of the points and all diamond-

shaped symbols, which show the relationship of slopes of

transfer functions during the optimal as compared to non-

optimal orientation, are located above the main diagonal.

The slopes of the transfer functions during presentation of

the optimally oriented gratings moving in the optimal

direction were steeper than those calculated from the

responses to the opposite, null direction of movement. All

but a few open circles in the scatter plot of Fig. 3E are

located above or at the main diagonal. Group data analysis

revealed that the slope of the transfer function during

optimal stimulation was significantly steeper than during

stimulation with gratings of non-optimal orientation

(7.29 ± 3.15 vs. 2.02 ± 0.65 Hz mV_1; Kolmogorov-Smirnov

test, P = 0.017). During presentation of gratings that moved

in a null direction of movement, the slope of the transfer

function was typically (in 10 out of 15 cells) between the

optimal and the non-optimal value (4.97 ± 1.87 Hz mV_1).

When the data for non-optimal and null stimulation were

pooled together, the difference between the pooled data

and the slopes during the optimal stimulation remained

significant (Kolmogorov-Smirnov test, P = 0.0046). Steeper

transfer functions were associated with stronger spike

responses, as demonstrated by the significant correlation

(P < 0.05) between the slope of the transfer function and

the total number of spikes in the response in all but three

cells in our sample.

One possible reason for the steeper PSP-to-spike transfer

function during optimal stimulation could be the

occurrence of PSP and spike responses of very large

amplitudes that were never evoked by non-optimal

stimuli. Strong membrane depolarization and spiking at

high frequency, which occurred during the optimal

responses, could have been a source of two types of error in

calculation of the PSP-to-spike transfer function, and thus

could affect the comparison of the transfer function of a

cell during the optimal and non-optimal stimulation. The

first type of error could be due to the shunting of the

membrane depolarization by the action potentials generated

at a high frequency. The second type of error could be due

to a supra-linear increase of the spiking rate with very

strong depolarization of the membrane. Any of these

possible errors would lead to an overestimation of the

steepness of the slope of the transfer function during

optimal stimulation. To check for these possibilities we

made the following analyses in a restricted range of firing

rates or in a restricted range of PSP response amplitudes.

To determine whether a difference in spiking rates could

have contributed to the observed differences in the

slopes of the transfer function, we calculated the average

membrane potential depolarization for data points with

1–3 spikes. This low firing rate was observed during both

optimal and non-optimal responses. In 14 of 15 cells, the

membrane depolarization leading to the generation of 1–3

spikes was of a lower amplitude during the optimal than

during the non-optimal stimulation (Fig. 3F). This

difference was significant for the whole sample (P < 0.004,

Wilcoxon test). Thus, higher firing rates during the optimal

response do not account for the steeper PSP-to-spike

transfer functions. To check for the second possibility,

i.e. whether strong membrane depolarizations during the

optimal responses could account for the steeper transfer
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Figure 3. Transformation of PSPs to spike responses depends on stimulus orientation
A, PSP-to-spike transfer functions of a cell calculated from 5 s responses to presentation of optimal grating,
the same grating moving in a null direction and non-optimally oriented grating. Width of the sliding window
for estimation of the transfer function was 50 ms. Optimal: r = 0.71, P < 0.001; null: r = 0.44, P < 0.001; non-
optimal: r = 0.46, P < 0.05. B, PSP-to-spike transfer functions in a selected range of PSP response amplitudes,
as indicated in A. The range was selected to yield a similar mean amplitude of PSP responses to stimuli of any
orientation. Regression lines and their slopes were calculated for all data points within the selected range.
Optimal: r = 0.71; null: r = 0.61; non-optimal: r = 0.62; P < 0.001 for all three cases. C, superimposed
regression lines for PSP-to-spike transfer functions within the selected range of matching PSP amplitudes for
eight stimulus orientations. Note that transfer functions are steeper during presentation of optimally oriented
stimuli moving in either (optimal or null) directions when compared to stimuli of other than optimal
orientations. D, running window averages of PSP-to-spike transfer function during the optimal and non-
optimal stimulation (data from A). To calculate the running window average, membrane potential and
spiking frequency values were averaged within 2 mV intervals and connected by the line. E, relationship
between the slopes of PSP-to-spike transfer functions during optimal stimulation (ordinate) and during null
(circles) or non-optimal (diamonds) stimulation (abscissa) for the whole sample. Regression lines and their
slopes were calculated (as in the example shown in A) for the time windows during which spikes were
generated. F, population data for the relationship between the mean value of the membrane potential in the
50 ms windows and 1–3 action potentials during optimal stimulation (ordinate) and non-optimal
stimulation (abscissa). G and H, population data for the relationship between the slopes of PSP-to-spike



functions, we made the following analysis in a restricted

range of PSP responses from the threshold region to nearly

maximal amplitudes of the non-optimal responses (Fig. 3B).

This range was selected individually for each cell, but it

remained the same for the analysis of the responses of the

same cell to different stimuli. The range was selected in

two steps as follows: (1) for responses to non-optimal

stimulation from the distribution of membrane potential

values for the windows with spikes, the extreme values

were discarded (< 10 % of the values) and the limits of the

remaining distribution defined the selected range, (2) as

the next step, for each orientation we took all pairs of

values of the membrane potential/spike number for which

the membrane potential values fell within this selected

range, i.e. those pairs also with zero spikes. The selection of

the range of PSP response amplitudes allowed us to

exclude influences on the estimation of transfer functions,

on the one hand the large, possibly saturating responses,

and on the other the occasional just-threshold spike

generation. Furthermore, within that range, the membrane

potential depolarizations evoked by the stimuli of any

orientation were of similar average magnitude. This

allowed us to describe spike generation during the optimal,

null and non-optimal stimulation under conditions of

membrane depolarizations of comparable magnitude. For

the range of matched PSP amplitudes we estimated two

parameters of the transfer function, its slope and its

output/input ratio. The slope of the transfer function

remained significantly steeper during the optimal responses

than during responses evoked by stimuli of any other

orientation (Fig. 3C). This relationship was representative

for the whole sample (Fig. 3G). Comparison of the slopes

of the transfer functions within the range of matched

PSP amplitudes during optimal stimulation on the one

hand, and non-optimal or null stimulation on the other,

revealed a significant difference (7.40 ± 2.27 vs. 4.54 ±

0.96 Hz mV_1, Wilcoxon test, P < 0.01; Kolmogorov-

Smirnov test, P = 0.011). As an additional parameter,

which characterizes the transformation of the membrane

potential changes within the range of matched amplitudes

into spike responses, we calculated the output/input ratio.

This was calculated as mean spiking frequency divided by

the mean PSP response amplitude within the range of

matched amplitudes. We used this parameter because the

output/input ratio gives a better estimation of the spike

rate increase per millivolt of the membrane depolarization

than the slope in two peculiar situations that are possible in

theory: (1) if a line with a steeper slope were located below

the line with a smoother slope or (2) if the two lines with

the same slope were shifted vertically one against the other.

For the example in Fig. 3A–C, the output/input ratio was

higher during the optimal than during the non-optimal or

null stimulation (6.77, 3.28 and 5.86 Hz mV_1, respectively).

For the whole sample, the output/input ratio during the

optimal stimulation was significantly higher than during

non-optimal or null stimulation (Fig. 3H) (4.84 ± 1.22 vs.
2.86 ± 0.55 Hz mV_1, Wilcoxon test, P < 0.01; Kolmogorov-

Smirnov test, P < 0.001). These results demonstrate that

higher amplitudes of membrane depolarizations during

optimal responses do not account for the significantly

steeper PSP-to-spike transfer functions. If membrane

depolarization of the same mean magnitude is considered,

more spikes are generated when evoked by an optimally

oriented stimulus. 

It has been reported recently (Azouz & Gray, 1999) that the

threshold for action potential generation in visual cortical

neurons in vivo could fluctuate in a range of about 10 mV.

If the spike threshold were systematically lower during

optimal stimulation, this could account for the observed

difference in transfer functions. To test for this possibility,

we estimated the threshold for spikes generated by a cell

during presentation of moving gratings of different

orientations and during interstimulus intervals. Spike

thresholds were estimated from the same data sets as were

used for quantification of the transfer functions. In addition

to the periods of stimulus presentation, interstimulus

intervals were also included in the analysis. Figure 4A–C
shows an example of such an estimation. During two

repetitive presentations of a set of eight stimulus orientations,

this simple cell generated 818 action potentials. The

threshold of each spike relative to the mean membrane

potential was determined using a computer algorithm (see

Methods) and was plotted against the number of the

action potential in Fig. 4B. These data show that, although

the spiking threshold fluctuated, its variation was not

correlated with the stimulus orientation. The independence

of the threshold for the generation of action potentials in

relation to the stimulus orientation is further evident from

the comparison of the distributions of the thresholds of

spikes generated during the whole period of analysis and

during optimal or non-optimal stimulation. Neither the

shape of the three distributions nor the mean values were

significantly different from each other (20.6 ± 1.73 mV,

n = 818; 20.4 ± 1.57 mV, n = 109; 20.4 ± 1.49 mV, n = 46;

for all comparisons, Student’s t test, P > 0.4 and Wilcoxon
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transfer functions (G) and output/input ratios (H) within selected ranges of matching amplitudes of PSP
responses to optimal, null and non-optimal stimulation. The slope of the transfer function (G) and
output/input ratio (H) during optimal stimulation (ordinate) are plotted against those during null or non-
optimal stimulation (abscissa). The slope of the transfer function was calculated as in the example illustrated
in B, within selected ranges of matching PSP response amplitudes; the output/input ratio was calculated as
mean spiking frequency divided by the mean membrane potential response.  In  E–H, diagonals show equality
lines.
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Figure 4. Threshold for action potential generation does not depend on stimulus orientation
A, responses of a cortical cell to the moving grating of optimal and non-optimal orientation. Mean
membrane potential during the interstimulus intervals was _69 mV; spikes are truncated. B, thresholds of
818 action potentials generated by a cortical cell during responses to moving gratings of different orientation
and during interstimulus intervals. Each point represents the threshold of one action potential. Spikes
generated during responses to optimal and non-optimal stimulation are indicated by the grey and filled bars,
respectively. Since more spikes occurred during the optimal stimulation, the grey bars are longer. Other
orientations are not indicated for clarity. C, distribution of the thresholds of the action potentials generated
during the whole period of analysis (left), during optimal and non-optimal responses (middle), and
superposition of the three distributions (right). Note that the three distributions do not differ significantly.
Data in A-C are from the same cell. D, relationship between the threshold for action potential generation
during presentation of stimuli of optimal (squares) or non-optimal (diamonds) orientation (ordinate) and
the mean spike threshold estimated for the period of presentation of the whole set of orientations (abscissa).
Data for 15 cells. Diagonal shows an equality line.



test, P > 0.5; Fig. 4C). This result was consistent for all

other cells in our sample. Figure 4D shows the relationship

between the mean threshold for spike generation during

optimal or non-optimal stimulation (ordinate), plotted

against the mean spike threshold as estimated for the

whole period of analysis. In this figure, all points are

located at the main diagonal or close to it, either slightly

above or below, demonstrating the absence of systematic

differences between the spike thresholds estimated for

different conditions of stimulation. The mean values of the

threshold for action potential generation during the whole

period of analysis and during the optimal and non-optimal

stimulation did not differ significantly (11.8 ± 1.22,

11.9 ± 1.26 and 11.7 ± 1.26 mV, respectively, n = 15; t test

and Wilcoxon test, P > 0.8; Kolmogorov-Smirnov test,

P > 0.99 for all three comparisons). These data demonstrate

that spike generation threshold did not depend on stimulus

orientation and hence fluctuations of the spiking threshold

cannot account for the difference in the PSP-to-spike transfer

function during optimal and non-optimal stimulation.

Thus, the threshold, unlike the slope of the membrane

potential to spike relationship, was not affected by

changing the stimulus orientation. 

It is known from in vitro experiments that sine-wave or

white-noise modulation of the membrane potential is
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Figure 5. Strength of membrane
potential oscillations in theg-frequency range depends on
stimulus orientation and is related to
the PSP-to-spike transfer function of
the cell
A and B, responses of a simple (A) and a
complex (B) cell to gratings of the optimal and
non-optimal orientations and power spectra,
calculated after removing the spikes. The mean
membrane potential during interstimulus
intervals (grey lines) was _64 mV in A and
_74 mV in B. Initial bins of power spectra are
truncated. Note the stronger oscillations of the
membrane potential in the g-frequency range
(25–70 Hz) during the optimal stimulation in
both cells. C, relationship between the strength
of membrane potential oscillations in theg-frequency range during optimal stimulation
(ordinate) and during grating movement in
the null direction or at non-optimal
orientation (abscissa) for the whole sample.
Diagonal shows equality line. D, relationship
between changes of output/input ratio
(ordinate) and power of g-frequency
oscillations of the membrane potential
(abscissa) with stimulus orientation. For each
cell, the output/input ratio within a range of
matching amplitudes (see Fig. 3B, E and F for
details) and the g-power of the membrane
potential oscillations during presentation of
grating of non-optimal orientation
(diamonds) or moving in the null direction
(circles) were plotted as a percentage of the
optimal for the cell and connected with a line
to the optimum (asterisk, 100 %). Note the
clear tendency for the output/input ratio to
increase when the g-power increases. 



more effective in evoking reliable spiking than a current

step of a similar or even higher constant amplitude (Mainen

& Sejnowski, 1995; Volgushev et al. 1998). Furthermore,

optimal stimulation of cortical cells is often accompanied

by high-frequency oscillations of the local field potential

and multiunit activity (Eckhorn et al. 1988; Gray & Singer,

1989; Singer, 1993; Singer & Gray, 1995). Oscillations of

the membrane potential were also found in visual cortical

neurons (Jagadeesh et al. 1992; Gray & McCormick, 1996;

Azouz & Gray, 1999), but their dependence on stimulus

orientation has not been investigated so far. To assess

possible differences in the fine temporal structure of the

membrane potential responses evoked by stimuli of

different orientations, we performed a power-spectrum

analysis. Oscillations of the membrane potential in theg-frequency range (25–70 Hz) were always stronger during

responses to the optimally oriented gratings than during

non-optimal responses. This relationship was observed in

cells with receptive fields of both simple (Fig. 5A) and

complex (Fig. 5B) type, and was consistently found in

our sample (Fig. 5C, diamond-shaped symbols). The

comparison of the strength of g-frequency oscillations of

the membrane potential during optimal and null-

direction of movement revealed an overall tendency of

the g-power to be weaker during the null-stimulation,

although in few cases its strength was essentially the same

under these two conditions of stimulation. Such cases are

represented by the open circles that are positioned on the

main diagonal in Fig. 5C. For the whole sample, a strong

correlation was found between the power of g-frequency

oscillations of the membrane potential and the number of

spikes in the response (r = 0.76, P < 0.001). 

Changing the stimulus orientation led to parallel changes

of the transfer function and of the strength of membrane

potential oscillations in the g-frequency range. In each

cell, we calculated the correlation between the output/input

ratio and the g-power of the membrane potential

oscillations, using data obtained from several presentations

of the gratings of different orientations. In 13 of 15 cells,

the correlation between these two parameters was

significant, with correlation coefficients ranging between

0.56 and 0.91 (P < 0.001 in 4 cells, P < 0.01 in 3 cells and

P < 0.05 in 6 cells). To illustrate this relationship for the

whole sample, we plotted (Fig. 5D) the output/input ratio

and the g-power of membrane potential oscillations

during non-optimal (diamond-shaped symbols) and null

(open circles) stimulation as a percentage of the optimal

values, and connected each non-optimal and null value to

the optimum by a line. All but three of these lines have a

positive slope, demonstrating that an increase in theg-power of the membrane potential oscillations was

typically accompanied by an increase in the output/input

ratio. Three exceptional cases, in which g-frequency

oscillations were apparently lower during the optimal as

compared to the null direction of movement (circles to the

right from 100 % on abscissa), represent cells with

exceptionally weak oscillations in the g-frequency range

(compare Fig. 5C). The direction selectivity of these cells

was also very low (selectivity index of the PSP responses

< 0.06). Despite these exceptions, the correlation between

changes in the output/input ratio and changes in the

strength of the membrane potential oscillations in theg-frequency range in the whole sample was strong and

highly significant (r = 0.77, P < 0.001). 

DISCUSSION 
The most important results of this study could be

summarized as follows: (1) the data presented here

demonstrate that a cell’s PSP-to-spike transfer function

does not remain constant, but depends on the parameters

of afferent stimulation, and is steepest during optimal

stimulation; (2) we show that the threshold for action

potential generation does not depend on the optimality of

the stimulus; and (3) our data show that oscillations of

the membrane potential in the g-frequency range are

strongest during the optimal stimulation. Furthermore,

we found a covariance of the g-power strength and the

steepness of the transfer function. Below we discuss these

points, as well as the implications of our findings for

mechanisms of response selectivity and for spike generation

in vivo. 

Optimality of the stimulus and input–output gain
Our data show that the PSP-to-spike transfer function of a

cell depends on the parameters of afferent stimulation.

Depolarization of the cell membrane to the same mean

level leads to generation of more action potentials when

evoked by an optimal stimulus than during non-optimal

stimulation. Several lines of evidence indicate that the

observed dependence of the transfer function of a cell on

stimulus orientation was not due to some peculiarities of

our recording technique or data analysis. (1) Estimation of

the transfer function from repeated trials yielded similar

results. (2) Changing the width of the sliding time-window

(25–100 ms) did not affect the main result, i.e. the slope

of the transfer function remained steepest during the

optimal responses. (3) For each cell, the frequency of

spikes evoked by PSP depolarizations of matched

amplitudes was higher during the responses to optimal

than to non-optimal orientations. (4) The transfer function

was significantly steeper during optimal than during non-

optimal stimulation in most of the cells and this difference

was highly significant in the group data. 

Co-variation of the transfer function of a cell with the

strength of g-frequency oscillations of its membrane

potential (see below) suggests that higher input–output

gain might be associated with the higher temporal

precision of the excitatory and inhibitory inputs to a cell,

the inhibition acting in counter-phase to the excitation.

This conjecture is supported by the observation that
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g-frequency oscillations of the extracellularly recorded

signals are accompanied by an increase in the correlation

strength between spiking of individual neurons (Eckhorn

et al. 1988; Gray & Singer, 1989; Gray et al. 1990).

Excitatory inputs that are producing high-frequency

oscillations of the membrane potential may originate from

both thalamic relay cells and cortical neurons. The most

conceivable sources of the excitatory intracortical inputs

are the immediate neighbours of a cell that prefer similar

orientations. Notably, inhibitory intracortical inputs, which

are involved in fine temporal structuring of the membrane

potential fluctuations of a cell during the optimal

stimulation, should be strongly activated by that same

stimulus orientation, and hence might also originate from

nearby cortical neurons. Indeed, each cortical cell receives

the majority of its excitatory and inhibitory synapses from

its local neighbours (Kisvarday et al. 1997; Yousef et al.
1999). These local connections are known to contribute to

orientation and direction selectivity (Crook & Eysel,

1992; Crook et al. 1996), and their precise temporal co-

ordination might further improve response selectivity.

Such a scenario may also explain why an overall amount of

inhibition impinging onto the cell is often maximal during

the strongest, optimal responses (Ferster 1987; Douglas &

Martin 1991). 

g-Frequency oscillations of the membrane potential
Our data demonstrate that oscillations of the membrane

potential in the g-frequency range are strongest during the

optimal stimulation. These results support earlier qualitative

observations (Jagadeesh et al. 1992; Gray & McCormick,

1996; Azouz & Gray, 1999) and are complementary to the

studies that reported clear cases of g-frequency oscillations

of the local field potentials, multiunit activity and the

spiking of individual neurons in the visual cortex (Eckhorn

et al. 1988; Gray & Singer, 1989; Gray et al. 1990). High-

frequency oscillations observed in these extracellularly

recorded signals were also stimulus dependent and were

most prominent during presentation of the optimal

stimuli (Eckhorn et al. 1988; Gray & Singer, 1989; Gray et
al. 1990). Membrane potential oscillations most probably

have a predominantly synaptic origin (Jagadeesh et al.
1992; Bringuier et al. 1997; Lampl et al. 1999), although in

some cell types intrinsic membrane mechanisms may also

contribute (Silva et al. 1991; Llinás et al. 1991; Jahnsen &

Karnup, 1994; Gutfreund et al. 1995; Gray & McCormick,

1996; Hutcheon et al. 1996). Oscillations of the membrane

potential could be instrumental for precise synchronization

of discharges of nerve cells (Lampl & Yarom, 1993; König

et al. 1996; Volgushev et al. 1998). It should be noted here

that what really matters for the generation of reliable and

precise spiking, and thus for producing synchronous

patterns of activity of cell assemblies, is the presence of

high-frequency components in the power spectra of the

membrane potential fluctuations (Mainen & Sejnowski,

1995; Nowak et al. 1997). Since the g-band includes a

broad range of frequencies (25–70 Hz), increasing their

strength will not necessarily lead to ‘oscillations’ in a strict

sense (i.e. periodic changes with a constant frequency), but

will nevertheless increase precision of action potential

timing. Due to their ability to increase temporal precision

of spike trains, oscillations in the g-frequency range may

facilitate the synchronization of activity of neuronal

assemblies, and thus be involved in dynamic selection of

functionally coherent cell assemblies; this was suggested as

one of the potential solutions of the binding problem

(Eckhorn et al. 1988; Gray & Singer, 1989; Singer, 1993,

1999; Singer & Gray, 1995; von der Malsburg, 1999). 

We observed that changes in the input–output transfer

function co-vary with the power of g-frequency fluctuations

of the membrane potential. This suggests a possible

relationship between the two parameters and introduces a

new possible role of g-frequency fluctuations, namely the

modulation of the gain at which depolarizations of the

membrane of a neuron are translated into action potential

trains. In other words, the fine temporal structure of the

on-going synaptic input to a cell determines the gain at

which that input is translated into cell discharges. One

important implication of such dynamic gain regulation is

that the final output (spiking) of a cell depends not only on

the amplitude of the membrane depolarization, but is also

determined by the fine temporal structure of the synaptic

input. Increasing the strength of g-frequency oscillations

at the input may lead to an increase in the slope of the

transfer function and thus to an amplification of the spike

response. One further interesting consequence of the

improved input–output relationship for g-frequency

activity in individual cells would be a selective increase in

the impact of activity in that particular range and a

facilitation of propagation of g-range activity through the

neural network. Increasing the strength of g-frequency

fluctuations at the common input to a cell assembly would

increase temporal precision and thus the synchrony of

spiking of the cells in that assembly. At the same time the

high-frequency component of the input will be most

accurately replicated in the output of that cell assembly. In

turn, when the output of the assembly is composed of

synchronous spiking with a high fraction of g-range

activity, it has the best chance of successfully activating

common targets and providing that next-stage population

of neurons with a tool (i.e. synchronous spiking) for

further transmission of a message encoded by g-frequency

activity through the neuronal network. 

A novel mechanism of response selectivity
The dependence of the transfer function of a cell on

parameters of visual stimulation and its co-variation with

the strength of g-power of the membrane potential

fluctuations suggest a novel mechanism that can increase

the number of action potentials in the optimal response.

Our data show that the input–output relationship is
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improved when visual cortical neurons are driven by their

optimal stimulus. During the optimal stimulation, the

frequency composition of the membrane potential

contains a stronger component in the g-frequency range.

Under these conditions of increased precision of the

counter-phase relationship between the excitation and

inhibition, integration of excitatory inputs at the cellular

membrane and spike generation become more efficient.

This interpretation is supported by several lines of

evidence from in vivo and in vitro studies. Extracellular

recordings demonstrated that the optimal stimulation is

usually associated with the strongest oscillations of the

field potentials, multiunit activity and spiking of

individual cells (Eckhorn et al. 1988; Gray & Singer, 1989;

Gray et al. 1990). In a recent intracellular study, it was

found that trial-to-trial variation of the spike count is

linearly correlated with the amount of membrane potential

fluctuation in the high-frequency (g) range (Azouz &

Gray, 1999). In vitro experiments showed that high-

frequency modulation of the membrane potential of

neocortical cells improves the temporal precision of spike

responses and facilitates the generation of spike trains

(Mainen & Sejnowski 1995; Carandini et al. 1996; Nowak

et al. 1997; Volgushev et al. 1998). 

On the basis of our findings and the published evidence we

suggest that g-frequency modulation of the synaptic input

could constitute a novel mechanism for shaping the

response selectivity of cortical neurons by improving the

input–output relationship of a cell. Acting in co-operation

with other mechanisms of response selectivity (Vidyasagar

et al. 1996; Sompolinsky & Shapley, 1997) such as biased

excitatory and inhibitory inputs (Hubel & Wiesel, 1962;

Benevento et al. 1972; Ferster, 1987; Vidyasagar, 1987;

Ferster & Jagadeesh, 1992; Volgushev et al. 1993, 1996; Pei

et al. 1994), amplification of high-amplitude excitatory

PSPs by voltage-gated membrane processes (Nowak et al.
1984; Thomson et al. 1988; Huguenard et al. 1989; Deisz et
al. 1991; Volgushev et al. 1992; Stuart & Sakmann, 1995),

sharpening of the selectivity upon PSP-to-spike trans-

formation by a threshold mechanism (Carandini &

Ferster, 2000; Volgushev et al. 2000a) and amplification of

strong spike responses by positive feedback connections

(Douglas & Martin, 1991; Nelson et al. 1994; Sillito et al.
1994; Douglas et al. 1995), this new mechanism might

contribute to the final sharp tuning of cortical responses.

Our preliminary estimations show that this mechanism

accounts for about 10–30 % of the selectivity improvement

that takes place during PSP-to-spike transformation

(M. Volgushev, J. Pernberg and U. T. Eysel, unpublished

data). 

Implications for action potential generation in vivo
A classical view of spike generation considers a neuron

to be an integrate-and-fire unit: when the membrane

depolarization reaches a certain threshold, action potentials

are generated and stronger depolarization leads to spiking

at higher frequency (Granit et al. 1963). This simple

threshold-and-rectification model provides a reasonably

good approximation of the relationship between membrane

depolarization and spiking (Jagadeesh et al. 1992; Carandini

et al. 1996; Gray & McCormick, 1996; Carandini & Ferster,

2000). However, formal application of this model revealed

its inability to adequately describe spike generation in a

broader physiological context, for example regarding

contrast-gain control in visual cortical neurons (Albrecht

& Geisler, 1991; Heeger, 1992). On the basis of extracellularly

recorded spike responses of cortical neurons an alternative,

contrast-normalization model has been suggested to

account for the generation of spike responses of cortical

cells from supposed membrane potential changes under

different conditions of visual stimulation (Albrecht &

Geisler, 1991; Heeger, 1992; Carandini et al. 1997; Tolhurst &

Heeger, 1997). Rigorous application of both these models

to the real data revealed that in some experimental

situations neither of the two provided a reasonable fit

(Tolhurst & Heeger, 1997). An obvious drawback of both

models is that they did not take into consideration (for the

sake of simplicity of mathematical description of a model)

the influence of the fine temporal structure of the

membrane potential changes on spike generation, which,

as our data show, modulates the input–output gain of the

cell. The importance of the high-frequency components of

the membrane potential fluctuations for spike generation

has been clearly demonstrated in in vitro experiments with

injection of currents of different frequency composition

into the cells. Increasing the content of the high-frequency

components in the injected signal led to an increase in the

temporal precision and reproducibility of spike trains

(Mainen & Sejnowski 1995; Carandini et al. 1996; Nowak

et al. 1997). Our present data show that the fine temporal

structure of the synaptic input is indeed of the utmost

importance for spike generation in vivo during generation

of responses to sensory stimulation. An increase in theg-power of the membrane potential fluctuations improved

the input–output relationship of cortical cells and facilitated

action potential generation. A biophysically plausible

explanation for the sensitivity of the spike generation

mechanism to the high-frequency fluctuations, and thus

to the rate of the membrane potential changes, is based on

the dynamic balance between the inactivation and de-

inactivation of voltage-gated sodium channels. Two

synergistic processes might contribute here. First, since

with stronger fluctuations of the membrane potential in the

high-frequency range any depolarization is rapidly followed

by a hyperpolarization of the membrane, de-inactivation

of the voltage-gated sodium channels which were

inactivated during the depolarization phase is facilitated.

Second, when the membrane potential shifts towards the

threshold of action potential generation, fewer channels

will be inactivated during a fast rise of the potential as

compared to a slower, low-frequency, depolarization. A
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recent in vivo study demonstrated that this kind of

dynamic regulation of action potential generation is

indeed highly relevant for sensory-evoked spike responses

(Azouz & Gray, 2000). Consistent with the results reported

by Azouz & Gray (1999, 2000) we can confirm that spike

thresholds in vivo are not fixed values, but that they can

fluctuate within a range of several millivolts. Our data

extend these observations by showing that these fluctuations

do not depend on stimulus orientation. Rather, the spiking

threshold remains, on average, the same during presentation

of stimuli of different orientation. In contrast to the

threshold of action potential generation, the input–output

gain did depend on stimulus orientation and was highest

during optimal stimulation. This finding could partly

explain why the models of spike generation with fixed gain

fail to account for experimental data obtained under

different conditions of stimulation. Including the gain as

an additional variable might improve the performance of

the models. 
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